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#### Abstract

In the present paper, a new theorem on the degree of approximation of a function $\tilde{f}$, conjugate to a $2 \pi$ periodic function $f$ belonging to the $\operatorname{Lip} \alpha(0<\alpha \leq 1)$ class without the monotonicity condition on the generating sequence $\left\{p_{n}\right\}$ has been established, which in turn generalizes the results of Lal (Appl. Math. Comput. 209: 346-350, 2009) on a Fourier series. MSC: Primary 40G05; 41A10; 42B05; 42B08 Keywords: conjugate Fourier series; $\operatorname{Lip} \alpha(0<\alpha \leq 1)$ class; degree of approximation; $C^{1}$ means; $N_{p}$ means; product summability $C^{1} \cdot N_{p}$ transform


## 1 Introduction

The degree of approximation of functions belonging to $\operatorname{Lip} \alpha, \operatorname{Lip}(\alpha, r), \operatorname{Lip}(\xi(t), r)$ and $W\left(L_{r}, \xi(t)\right)$, $(r \geq 1)$-classes through trigonometric Fourier approximation using different summability matrices with monotone rows has been proved by various investigators like Khan [1], Mittal et al. [2, 3], Mittal, Rhoades and Mishra [4], Qureshi [5], Chandra [6], Leindler [7], Rhoades et al. [8]. Recently Lal [9] has proved a theorem on the degree of approximation of a function $f$ belonging to the $\operatorname{Lip} \alpha(0<\alpha \leq 1)$ class by $C^{1} \cdot N_{p}$ summability method of its Fourier series. Lal [9] has assumed monotonicity on the generating sequence $\left\{p_{n}\right\}$. The approximation of a function $\widetilde{f}(x)$, conjugate to a $2 \pi$ periodic function to $f \in \operatorname{Lip} \alpha(0<\alpha \leq 1)$ using product $\left(C^{1} \cdot N_{p}\right)$-summability has not been studied so far. In this paper, we obtain a new theorem on the degree of approximation of a function $\widetilde{f}$, conjugate to a $2 \pi$ periodic function $f \in \operatorname{Lip} \alpha(0<\alpha \leq 1)$ class without monotonicity condition on the generating sequence $\left\{p_{n}\right\}$.
Let $\sum_{n=0}^{\infty} a_{n}$ be a given infinite series with the sequence of $n$th partial sums $\left\{s_{n}\right\}$. Let $\left\{p_{n}\right\}$ be a non-negative sequence of constants, real ( $\mathbf{R}$ ) or complex, and let us write

$$
P_{n}=\sum_{k=0}^{n} p_{k} \neq 0 \quad \forall n \geq 0, p_{-1}=0=P_{-1} \text { and } P_{n} \rightarrow \infty \text { as } n \rightarrow \infty .
$$

The sequence to sequence transformation $t_{n}^{N}=\sum_{v=0}^{n} p_{n-v} s_{v} / P_{n}$ defines the sequence $\left\{t_{n}^{N}\right\}$ of Nörlund means of the sequence $\left\{s_{n}\right\}$, generated by the sequence of coefficients

[^0]$\left\{p_{n}\right\}$. The series $\sum_{n=0}^{\infty} a_{n}$ is said to be $N_{p}$ summable to the $\operatorname{sum} s$ if $\lim _{n \rightarrow \infty} t_{n}^{N}$ exists and is equal to a finite number $s$. In the special case, in which
$$
p_{n}=\binom{n+\alpha-1}{\alpha-1}=\frac{(n+\alpha)}{(n+1)(\alpha)} \quad(\alpha>0)
$$
the Nörlund summability $N_{p}$ reduces to the familiar $C^{\alpha}$ summability.
The product of $C^{1}$ summability with a $N_{p}$ summability defines $C^{1} \cdot N_{p}$ summability. Thus the $C^{1} \cdot N_{p}$ mean is given by $t_{n}^{C N}=\frac{1}{n+1} \sum_{k=0}^{n} P_{k}^{-1} \sum_{v=0}^{k} p_{k-v} s_{v}$.

If $t_{n}^{C N} \rightarrow s$ as $n \rightarrow \infty$, then the infinite series $\sum_{n=0}^{\infty} a_{n}$ or the sequence $\left\{s_{n}\right\}$ is said to be summable $C^{1} \cdot N_{p}$ to the sum $s$ if $\lim _{n \rightarrow \infty} t_{n}^{C N}$ exists and is equal to $s$.

$$
\begin{aligned}
s_{n} \rightarrow s & \Rightarrow N_{p}\left(s_{n}\right)=t_{n}^{N}=P_{n}^{-1} \sum_{v=0}^{n} p_{n-v} s_{v} \rightarrow s, \quad \text { as } n \rightarrow \infty, N_{p} \text { method is regular, } \\
& \Rightarrow C^{1}\left(N_{p}\left(s_{n}\right)\right)=t_{n}^{C N} \rightarrow s, \quad \text { as } n \rightarrow \infty, C^{1} \text { method is regular, } \\
& \Rightarrow C^{1} \cdot N_{p} \quad \text { method is regular. }
\end{aligned}
$$

Let $f(x)$ be a $2 \pi$-periodic function and Lebesgue integrable. The Fourier series of $f(x)$ is given by

$$
\begin{equation*}
f(x) \sim \frac{a_{0}}{2}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right) \equiv \sum_{n=0}^{\infty} A_{n}(x), \quad \forall n \geq 0 \tag{1.1}
\end{equation*}
$$

with $(n+1)$ th partial sum $s_{n}(f ; x)$ called the trigonometric polynomial of degree (order) $n$ of the first $(n+1)$ terms of the Fourier series of $f$.
The conjugate series of Fourier series (1.1) is given by

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left(b_{n} \cos n x-a_{n} \sin n x\right) \equiv \sum_{n=1}^{\infty} B_{n}(x) \tag{1.2}
\end{equation*}
$$

A function $f(x) \in \operatorname{Lip} \alpha$ if

$$
f(x+t)-f(x)=O\left(\left|t^{\alpha}\right|\right) \quad \text { for } 0<\alpha \leq 1, t>0
$$

$L_{\infty}$-norm of a function $f: R \rightarrow R$ is defined by $\|f\|_{\infty}=\sup \{|f(x)|: x \in R\}$.
The degree of approximation of a function $f: R \rightarrow R$ by the trigonometric polynomial $t_{n}$ of order $n$ under the sup norm $\left\|\|_{\infty}\right.$ is defined by [10]

$$
\left\|t_{n}-f\right\|_{\infty}=\sup \left\{\left|t_{n}(x)-f(x)\right|: x \in R\right\}
$$

and $E_{n}(f)$ of a function $f \in L_{r}$ is given by $E_{n}(f)=\min _{n}\left\|t_{n}-f\right\|_{r}$.
The conjugate function $\widetilde{f}(x)$ is defined for almost every $x$ by

$$
\begin{aligned}
\widetilde{f}(x) & =-\frac{1}{2 \pi} \int_{0}^{\pi} \psi(t) \cot t / 2 d t \\
& =\lim _{h \rightarrow 0}\left(-\frac{1}{2 \pi} \int_{h}^{\pi} \psi(t) \cot t / 2 d t\right) \quad \text { (see [11, Definition 1.10]). }
\end{aligned}
$$

We note that $t_{n}^{N}$ and $t_{n}^{C N}$ are also trigonometric polynomials of degree (or order) $n$.

Abel's transformation: The formula

$$
\begin{equation*}
\sum_{k=m}^{n} u_{k} v_{k}=\sum_{k=m}^{n-1} U_{k}\left(v_{k}-v_{k+1}\right)-U_{m-1} v_{m}+U_{n} v_{n} \tag{1.3}
\end{equation*}
$$

where $0 \leq m \leq n, U_{k}=u_{0}+u_{1}+u_{2}+\cdots+u_{k}$, if $k \geq 0, U_{-1}=0$, which can be verified, is known as Abel's transformation and will be used extensively in what follows.

If $v_{m}, v_{m+1}, \ldots, v_{n}$ are non-negative and non-increasing, the left-hand side of (1.3) does not exceed $2 v_{m} \max _{m-1 \leq k \leq n}\left|U_{k}\right|$ in absolute value. In fact,

$$
\begin{align*}
\left|\sum_{k=m}^{n} u_{k} v_{k}\right| & \leq \max \left|U_{k}\right|\left\{\sum_{k=m}^{n-1}\left(v_{k}-v_{k+1}\right)+v_{m}+v_{n}\right\} \\
& =2 v_{m} \max \left|U_{k}\right| \tag{1.4}
\end{align*}
$$

We write throughout the paper

$$
\begin{align*}
& \psi_{x}(t)=\psi(t)=f(x+t)-f(x-t) \\
& (\widetilde{C N})_{n}(t)=\frac{1}{2 \pi(n+1)} \sum_{k=0}^{n} P_{k}^{-1} \sum_{v=0}^{k} p_{v} \frac{\cos (k-v+1 / 2) t}{\sin t / 2} \tag{1.5}
\end{align*}
$$

$\tau=[1 / t]$, where $\tau$ denotes the greatest integer not exceeding $1 / t, P_{\tau}=P[1 / t], \Delta p_{k}=p_{k}-$ $p_{k+1}$.

## 2 Known results

In a recent paper Lal [9] obtained a theorem on the degree of approximation for a function belonging to the Lipschitz class Lip $\alpha$ using Cesàro-Nörlund $\left(C^{1} \cdot N_{p}\right)$-summability means of its Fourier series with non-increasing weights $\left\{p_{n}\right\}$. He proved the following theorem.

Theorem 2.1 Let $N_{p}$ be a regular Nörlund method defined by a sequence $\left\{p_{n}\right\}$ such that

$$
\begin{equation*}
P_{\tau} \sum_{v=\tau}^{n} P_{v}^{-1}=O(n+1) \tag{2.1}
\end{equation*}
$$

Let $f \in L^{1}[0,2 \pi]$ be a $2 \pi$-periodic function belonging to $\operatorname{Lip} \alpha(0<\alpha \leq 1)$, then the degree of approximation off by $C^{1} \cdot N_{p}$ means of its Fourier series (1.1) is given by

$$
\sup _{0 \leq x \leq 2 \pi}\left|t_{n}^{C N}(x)-f(x)\right|=\left\|t_{n}^{C N}-f\right\|_{\infty}= \begin{cases}O\left((n+1)^{-\alpha}\right), & 0<\alpha<1,  \tag{2.2}\\ O(\log (n+1) \pi e /(n+1)), & \alpha=1 .\end{cases}
$$

Remark 1 In the proof of Theorem 2.1 of $\operatorname{Lal}$ [5, p.349], the estimate for the case $\alpha=1$ is obtained as

$$
O\left(\frac{1}{n+1}\right)+O\left(\frac{\log (n+1) \pi}{n+1}\right)=O\left(\frac{\log e}{n+1}\right)+O\left(\frac{\log (n+1) \pi}{n+1}\right)=O\left(\frac{\log (n+1) \pi e}{n+1}\right)
$$

Since $1 /(n+1) \leq \log ((n+1) \pi) /(n+1)$, the $e$ is not needed in (2.2) for the case $\alpha=1(c f$. [8, p.6870]).

Remark 2 Lal [9] has used the monotonicity condition on the generating sequence $\left\{p_{n}\right\}$ in the proof of Theorem 2.1 but has not mentioned it in the statement.

## 3 Main theorem

The theory of approximation is a very extensive field and the study of theory of trigonometric approximation is of great mathematical interest and of great practical importance. It is well known that the theory of approximations, i.e., TFA, which originated from a wellknown theorem of Weierstrass, has become an exciting interdisciplinary field of study for the last 130 years. These approximations have assumed important new dimensions due to their wide applications in signal analysis [12] in general and in digital signal processing [13] in particular, in view of the classical Shannon sampling theorem. Mittal et al. [2-4, 14] have obtained many interesting results on TFA using summability methods without monotonicity on the rows of the matrix $T$ : a digital filter. Broadly speaking, signals are treated as functions of one variable and images are represented by functions of two variables. But till now, nothing seems to have been done so far to obtain the degree of approximation of conjugate of a function using $C^{1} \cdot N_{p}$ product summability method of its conjugate series of a Fourier series. The observations of Remarks 1 and 2 motivated us to determine a proper set of conditions to prove Theorem 2.1 on the conjugate series of its Fourier series. The series, conjugate to a Fourier series, is not necessarily a Fourier series. Hence a separate study of conjugate series is desirable, which attracted the attention of researchers.
Therefore, the purpose of present paper is to establish a quite new theorem on the degree of approximation of a function $\tilde{f}(x)$, conjugate to a $2 \pi$-periodic function $f$ belonging to the $\operatorname{Lip} \alpha(0<\alpha \leq 1)$ class by $C^{1} \cdot N_{p}$ means of conjugate series of its Fourier series without monotonicity on the generating sequence $\left\{p_{n}\right\}$ (that is, weakening the conditions on the filter, we improve the quality of a digital filter [2, p.4485]). More precisely, we prove the following theorem.

Theorem 3.1 Let $N_{p}$ be the regular Nörlund summability matrix generated by the nonnegative $\left\{p_{n}\right\}$ such that

$$
\begin{equation*}
(n+1) p_{n}=O\left(P_{n}\right), \quad \forall n \geq 0 . \tag{3.1}
\end{equation*}
$$

Let $f \in L^{1}[0,2 \pi]$ be a $2 \pi$-periodic signal (function). Then the degree of approximation of $\tilde{f}(x)$, conjugate to $f \in \operatorname{Lip} \alpha(0<\alpha \leq 1)$ by $C^{1} \cdot N_{p}$ means of conjugate series of its Fourier series, is given by

$$
\begin{align*}
\left\|\tilde{t}_{n}^{C N}(f ; x)-\widetilde{f}(x)\right\|_{\infty} & =\sup _{0 \leq x \leq 2 \pi}\left|\tilde{t}_{n}^{C N}(f ; x)-\widetilde{f}(x)\right| \\
& = \begin{cases}O\left((n+1)^{-\alpha}\right), & 0<\alpha<1, \\
O\left(\frac{\log (n+1)}{n+1}\right), & \alpha=1 .\end{cases} \tag{3.2}
\end{align*}
$$

Remark 3 For a non-increasing sequence $\left\{p_{n}\right\}$, we get

$$
P_{n}=\sum_{k=0}^{n} p_{k} \geq p_{n} \sum_{k=0}^{n} 1=(n+1) p_{n}, \quad \text { i.e. }(n+1) p_{n}=O\left(P_{n}\right) .
$$

Thus the condition (3.1) holds for a non-increasing sequence $\left\{p_{n}\right\}$. Hence our Theorem 3.1 generalizes Theorem 2.1 on conjugate series of its Fourier series.

Note 1 The product transform $C^{1} \cdot N_{p}$ plays an important role in signal theory as a double digital filter [14].

## 4 Lemmas

We need the following lemmas for the proof of our theorem.

Lemma 1 If $P_{n}$ is positive and $P_{n}^{-1} \geq P_{n+1}^{-1} \forall n \geq 0$, then for $0 \leq a<b \leq \infty, 0<t \leq \pi$ and for any $n$, we have

$$
\left|\sum_{k=a}^{b} P_{k}^{-1} e^{i(n-k) t}\right|= \begin{cases}O\left(t^{-1}\right) & \text { for any } a \\ O\left(t^{-1} P_{a}^{-1}\right) & \text { for } a \geq\left[t^{-1}\right]\end{cases}
$$

Proof Let $\tau=\left[t^{-1}\right]$. Then

$$
\left|\sum_{k=a}^{b} P_{k}^{-1} e^{i(n-k) t}\right|=\left|e^{i n t} \sum_{k=a}^{b} P_{k}^{-1} e^{-i k t}\right| \leq\left|\sum_{k=a}^{\tau-1} P_{k}^{-1} e^{-i k t}\right|+\left|\sum_{k=\tau}^{b} P_{k}^{-1} e^{-i k t}\right| ;
$$

but

$$
\left|\sum_{k=a}^{\tau-1} P_{k}^{-1} e^{-i k t}\right| \leq\left|e^{-i a t}\right|\left|\sum_{k=a}^{\tau-1} P_{k}^{-1}\right| \leq\left|\sum_{k=0}^{\tau-1} P_{k}^{-1}\right| \leq \frac{\tau}{p_{0}}=O\left(t^{-1}\right)
$$

and, by (1.4), we have

$$
\begin{aligned}
\left|\sum_{k=\tau}^{b} P_{k}^{-1} e^{-i k t}\right| & \leq 2 P_{\tau}^{-1} \max _{\tau+1 \leq k \leq b}\left|\frac{1-e^{-i(k+1) t}}{1-e^{-i t}}\right| \leq 4 P_{\tau}^{-1}\left|\frac{e^{i t / 2}}{e^{i t / 2}-e^{-i t / 2}}\right| \\
& \leq 2 P_{\tau}^{-1}\left(\frac{1}{\sin (t / 2)}\right)=O\left(t^{-1} P_{\tau}^{-1}\right) .
\end{aligned}
$$

Since $P_{n}>0$ and $P_{n}^{-1} \geq P_{n+1}^{-1} \forall n \geq 0$, we have

$$
t^{-1} P_{t^{-1}}^{-1} \leq\left(\left[t^{-1}\right]+1\right) P_{\left[t^{-1}\right]}^{-1} \leq P_{\left[t^{-1}\right]}^{-1} \leq P^{-1}\left(t^{-1}\right)
$$

and, in case $a \geq\left[t^{-1}\right]$, we would have

$$
\left|\sum_{k=a}^{b} P_{k}^{-1} e^{-i k t}\right| \leq 2 P_{a}^{-1} \max _{a \leq k \leq b}\left|\frac{1-e^{-i(k+1) t}}{1-e^{-i t}}\right| \leq C t^{-1} P_{a}^{-1}=O\left(t^{-1} P_{a}^{-1}\right) .
$$

This completes the proof of Lemma 1.

Lemma $2\left|(\widetilde{C N})_{n}(t)\right|=O[1 / t]$ for $0<t \leq \pi /(n+1)$.

Proof For $0<t \leq \pi /(n+1), \sin (t / 2) \geq(t / \pi)$ and $|\cos n t| \leq 1$.

$$
\begin{aligned}
\left|(\widetilde{C N})_{n}(t)\right| & =\left|\frac{1}{2 \pi(n+1)} \sum_{k=0}^{n} P_{k}^{-1} \sum_{v=0}^{k} p_{v} \frac{\cos (k-v+1 / 2) t}{\sin t / 2}\right| \\
& \leq \frac{1}{2 \pi(n+1)} \sum_{k=0}^{n} P_{k}^{-1} \sum_{v=0}^{k} p_{v} \frac{|\cos (k-v+1 / 2) t|}{|\sin t / 2|} \\
& \leq \frac{1}{2 t(n+1)} \sum_{k=0}^{n} P_{k}^{-1} \sum_{v=0}^{k} p_{v} \\
& =\frac{1}{2 t(n+1)} \sum_{k=0}^{n} P_{k}^{-1} P_{k} \\
& =O[\tau] .
\end{aligned}
$$

This completes the proof of Lemma 2.

Lemma 3 Let $\left\{p_{n}\right\}$ be a non-negative sequence satisfying (3.1), then

$$
\left|(\widetilde{C N})_{n}(t)\right|=O\left(\frac{\tau^{2}}{(n+1)}+\tau\right), \quad \text { uniformly in } \frac{\pi}{(n+1)}<t \leq \pi .
$$

Proof For $\pi /(n+1)<t \leq \pi$, we have

$$
\begin{align*}
(\widetilde{C N})_{n}(t) & =\frac{1}{2 \pi(n+1)} \sum_{k=0}^{n} P_{k}^{-1} \sum_{v=0}^{k} p_{v} \frac{\cos (k-v+1 / 2) t}{\sin t / 2} \\
& =\frac{1}{2 \pi(n+1)}\left(\sum_{k=0}^{\tau}+\sum_{k=\tau+1}^{n}\right) P_{k}^{-1} \sum_{v=0}^{k} p_{v} \frac{\cos (k-v+1 / 2) t}{\sin t / 2} \\
& =\tilde{J}_{1}(n, t)+\tilde{J}_{2}(n, t), \quad \text { say }, \tag{4.1}
\end{align*}
$$

where

$$
\begin{align*}
\left|\tilde{J}_{1}(n, t)\right| & =\left|\frac{1}{2 \pi(n+1)} \sum_{k=0}^{\tau} P_{k}^{-1} \sum_{v=0}^{k} p_{v} \frac{\cos (k-v+1 / 2) t}{\sin t / 2}\right| \\
& \leq \frac{1}{2 \pi(n+1)} \sum_{k=0}^{\tau} P_{k}^{-1} \sum_{v=0}^{k} p_{v} \frac{|\cos (k-v+1 / 2) t|}{|\sin t / 2|} \\
& \leq \frac{1}{2 t(n+1)} \sum_{k=0}^{\tau} P_{k}^{-1} \sum_{v=0}^{k} p_{v} \\
& =O\left(\frac{\tau^{2}}{(n+1)}\right) \tag{4.2}
\end{align*}
$$

in view of $(\sin t / 2)^{-1} \leq \pi / t$, for $0<t \leq \pi$.

Again, using $(\sin t / 2)^{-1} \leq \pi / t$, for $0<t \leq \pi$ and changing the order of summation, we find

$$
\begin{align*}
\left|\tilde{J}_{2}(n, t)\right|= & \left|\frac{1}{2 \pi(n+1)} \sum_{k=\tau+1}^{n} P_{k}^{-1} \sum_{v=0}^{k} p_{v} \frac{\cos (k-v+1 / 2) t}{\sin t / 2}\right| \\
\leq & \frac{1}{2 t(n+1)}\left|\sum_{k=\tau+1}^{n} P_{k}^{-1} \sum_{v=0}^{k} p_{v} \cos (k-v+1 / 2) t\right| \\
= & \left.O\left(\frac{\tau}{n+1}\right) \right\rvert\,\left(\sum_{v=0}^{\tau+1} p_{v} \sum_{k=\tau+1}^{n} P_{k}^{-1} \cos (k-v+1 / 2) t\right. \\
& \left.+\sum_{\nu=\tau+1}^{n} p_{v} \sum_{k=v}^{n} P_{k}^{-1} \cos (k-v+1 / 2) t\right) \mid \tag{4.3}
\end{align*}
$$

Using Lemma 1, we have

$$
\begin{align*}
& \left|\sum_{v=0}^{\tau+1} p_{v} \sum_{k=\tau+1}^{n} P_{k}^{-1} \cos (k-v+1 / 2) t\right| \\
& \quad \leq\left(\sum_{v=0}^{\tau+1} p_{v}\left|\sum_{k=\tau+1}^{n} P_{k}^{-1} e^{i(k-v) t} \cdot e^{i t / 2}\right|\right) \\
& \quad=\sum_{v=0}^{\tau+1} p_{v}\left|\sum_{k=\tau+1}^{n} P_{k}^{-1} e^{i(k-v) t}\right|=\sum_{v=0}^{\tau+1} p_{v} O\left(\tau P_{\tau+1}^{-1}\right)=O(\tau) . \tag{4.4}
\end{align*}
$$

Using Abel's transformation, we obtain

$$
\begin{aligned}
\sum_{k=v}^{n} P_{k}^{-1} \cos (k-v+1 / 2) t= & \sum_{k=v}^{n-1}\left(\Delta P_{k}^{-1}\right) \sum_{\gamma=0}^{k} \cos (k-\gamma+1 / 2) t+P_{n}^{-1} \sum_{\gamma=0}^{n} \cos (k-\gamma+1 / 2) t \\
& -P_{v}^{-1} \sum_{\gamma=0}^{\nu-1} \cos (k-\gamma+1 / 2) t
\end{aligned}
$$

Therefore, we have

$$
\begin{align*}
& \left|\sum_{k=v}^{n} P_{k}^{-1} \cos (k-v+1 / 2) t\right| \\
& \quad \leq \sum_{k=v}^{n-1}\left|\Delta P_{k}^{-1}\right|\left|\sum_{\gamma=0}^{k} \cos (k-\gamma+1 / 2) t\right|+P_{n}^{-1}\left|\sum_{\gamma=0}^{n} \cos (k-\gamma+1 / 2) t\right| \\
& \quad+P_{v}^{-1}\left|\sum_{\gamma=0}^{v-1} \cos (k-\gamma+1 / 2) t\right| \\
& \quad=O(\tau)\left(\sum_{k=v}^{n-1}\left|\Delta P_{k}^{-1}\right|+P_{n}^{-1}+P_{v}^{-1}\right)=O(\tau)\left(P_{n}^{-1}+P_{v}^{-1}\right), \tag{4.5}
\end{align*}
$$

by virtue of the fact that $\sum_{k=\lambda}^{\mu} \exp (-i k t)=O(\tau), 0 \leq \lambda \leq k \leq \mu$, and $P_{n} \geq P_{n-1} \forall n \geq 0$.

On combining (4.3) to (4.5), we get

$$
\begin{align*}
\left|\tilde{J}_{2}(n, t)\right| & =O\left(\frac{\tau^{2}}{n+1}\right)\left(1+\sum_{\nu=\tau+1}^{n} p_{v}\left(P_{n}^{-1}+P_{v}^{-1}\right)\right) \\
& =O\left(\frac{\tau^{2}}{n+1}\right)\left(1+P_{n}^{-1} \sum_{v=0}^{n} p_{v}+\sum_{v=\tau+1}^{n} \frac{p_{v}}{P_{v}}\right) \\
& =O\left(\frac{\tau^{2}}{n+1}\right)\left(1+1+\sum_{v=\tau+1}^{n} \frac{1}{v+1}\right)=O\left(\frac{\tau^{2}}{n+1}\right)\left(2+O\left(\frac{n-\tau}{\tau+1}\right)\right) \\
& =O\left(\frac{\tau^{2}}{n+1}\right)+O\left(\left(\frac{\tau^{2}}{n+1}\right) \cdot\left(\frac{n}{\tau+1}\right)\right)=O\left(\frac{\tau^{2}}{n+1}+\tau\right), \tag{4.6}
\end{align*}
$$

in view of (3.1) and $\tau \leq 1 / t<\tau+1$.
Finally, collecting (4.1), (4.2) and (4.6) yields Lemma 3.
This completes the proof of Lemma 3.

## 5 Proof of the theorem

Let $\tilde{s}_{n}(f ; x)$ denote the partial sum of series (1.2), then we have

$$
\tilde{s}_{n}(f ; x)-\tilde{f}(x)=\frac{1}{2 \pi} \int_{0}^{\pi} \psi_{x}(t) \frac{\cos (n+1 / 2) t}{\sin t / 2} d t .
$$

Denoting $C^{1} \cdot N_{p}$ means of $\left\{\tilde{s_{n}}(f ; x)\right\}$ by $\tilde{t}_{n}^{C N}$, we write

$$
\begin{align*}
\tilde{t}_{n}^{C N}(f ; x)-\tilde{f}(x) & =\int_{0}^{\pi} \psi_{x}(t) \frac{1}{2 \pi(n+1)} \sum_{k=0}^{n} P_{k}^{-1} \sum_{v=0}^{k} p_{v} \frac{\cos (k-v+1 / 2) t}{\sin t / 2} d t \\
& =\int_{0}^{\pi} \psi_{x}(t)(\widetilde{C N})_{n}(t) d t \\
& =\left[\int_{0}^{\pi /(n+1)}+\int_{\pi /(n+1)}^{\pi}\right] \psi_{x}(t)(\widetilde{C N})_{n}(t) d t=I_{1}+I_{2} \quad \text { (say) } \tag{5.1}
\end{align*}
$$

If $f(x) \in \operatorname{Lip} \alpha$, then

$$
\begin{aligned}
\left|\psi_{x}(t+h)-\psi_{x}(t)\right| & =|f(x+t+h)-f(x+t)+f(x-t)-f(x-t-h)| \\
& \leq|f(x+t+h)-f(x+t)|+|f(x-t)-f(x-t-h)| \\
& \leq C|h|^{\alpha} .
\end{aligned}
$$

Therefore $\psi_{x}(t) \in \operatorname{Lip} \alpha$.
Now, using Lemma 2, we have

$$
\begin{equation*}
\left|I_{1}\right|=O\left(\int_{0}^{\pi /(n+1)} t^{\alpha} \cdot \frac{1}{t} d t\right)=O\left((n+1)^{-\alpha}\right) \tag{5.2}
\end{equation*}
$$

Using Lemma 3, we obtain

$$
\begin{equation*}
\left|I_{2}\right|=O\left\{\int_{\pi /(n+1)}^{\pi} t^{\alpha}\left(\frac{\tau^{2}}{n+1}+\tau\right) d t\right\}=O\left(I_{21}\right)+O\left(I_{22}\right), \quad \text { say }, \tag{5.3}
\end{equation*}
$$

where

$$
I_{21}=\frac{1}{n+1} \int_{\pi /(n+1)}^{\pi} t^{\alpha-2} d t= \begin{cases}O\left((n+1)^{-\alpha}\right), & 0<\alpha<1  \tag{5.4}\\ O\left(\frac{\log (n+1)}{n+1}\right), & \alpha=1\end{cases}
$$

and

$$
\begin{equation*}
I_{22}=\int_{\pi /(n+1)}^{\pi} t^{\alpha-1} d t=O\left((n+1)^{-\alpha}\right) . \tag{5.5}
\end{equation*}
$$

On combining (5.1) with (5.5) and using the inequality $1 /(n+1) \leq \log (n+1) /(n+1)$, for higher values of $n$, we have

$$
\left|\tilde{t}_{n}^{C N}(f ; x)-\tilde{f}(x)\right|= \begin{cases}O\left((n+1)^{-\alpha}\right), & 0<\alpha<1, \\ O\left(\frac{\log (n+1)}{n+1}\right), & \alpha=1 .\end{cases}
$$

Hence,

$$
\left\|\tilde{t}_{n}^{C N}(f ; x)-\tilde{f}(x)\right\|_{\infty}=\sup _{0 \leq x \leq 2 \pi}\left|\tilde{t}_{n}^{C N}(f ; x)-\tilde{f}(x)\right|= \begin{cases}O\left((n+1)^{-\alpha}\right), & 0<\alpha<1, \\ O\left(\frac{\log (n+1)}{n+1}\right), & \alpha=1\end{cases}
$$

This completes the proof of Theorem 3.1.

## 6 Conclusion

Several results concerning the degree of approximation of periodic signals (functions) belonging to the Lipschitz class by Matrix Operator have been reviewed and the condition of monotonicity on the generating sequence $\left\{p_{n}\right\}$ has been relaxed. Further, a proper set of conditions has been discussed to rectify the errors and applications pointed out in Remarks 1 and 2. Some interesting applications of the operator used in this paper were pointed out in Note 1.

## Competing interests

The authors declare that they have no competing interests.

## Authors' contributions

LNM computed lemmas and established the main theorem in this direction. LNM and VNM conceived of the study and participated in its design and coordination. LNM, VNM contributed equally and significantly in writing this paper. All the authors drafted the manuscript, read and approved the final manuscript.

## Author details

'L. 1627 Awadh Puri Colony Beniganj, Phase-III, Opp.- I.T..., Ayodhya Main Road, Faizabad, Uttar Pradesh, 224 001, India. ${ }^{2}$ Department of Applied Mathematics and Humanities, Sardar Vallabhbhai National Institute of Technology, Ichchhanath Mahadev Road, Surat, Gujarat, 395007, India.

## Acknowledgements

Dedicated to Professor Hari M Srivastava.
This research work is supported by CPDA, SVNIT, Surat, India. The authors thank the anonymous reviewers for their valuable suggestions, which substantially improved the standard of the paper. Special thanks are due to Prof. Hari Mohan Srivastava, for kind cooperation, smooth behavior during communication and for his efforts to send the reports of the manuscript timely.

## References

1. Khan, HH: On the degree of approximation of a functions belonging to the class Lip $(\alpha, p)$. Indian J. Pure Appl. Math. 5, 132-136 (1974)
2. Mittal, ML, Rhoades, BE, Sonker, S, Singh, U: Approximation of signals of class Lip $(\alpha, p)$ by linear operators. Appl. Math. Comput. 217, 4483-4489 (2011)
3. Mittal, ML, Rhoades, BE, Mishra, VN, Singh, U: Using infinite matrices to approximate functions of class Lip $(\boldsymbol{\alpha}, p)$ using trigonometric polynomials. J. Math. Anal. Appl. 326, 667-676 (2007)
4. Mittal, ML, Rhoades, BE, Mishra, VN: Approximation of signals (functions) belonging to the weighted $W\left(L_{p}, \xi(t)\right)$-class by linear operators. Int. J. Math. Math. Sci. 2006, Article ID 53538 (2006)
5. Qureshi, K: On the degree of approximation of functions belonging to the Lipschitz class by means of a conjugate series. Indian J. Pure Appl. Math. 12(9), 1120-1123 (1981)
6. Chandra, P: Trigonometric approximation of functions in $L_{p}$-norm. J. Math. Anal. Appl. 275(1), 13-26 (2002)
7. Leindler, L: Trigonometric approximation in L_-norm. J. Math. Anal. Appl. 302(1), 129-136 (2005)
8. Rhoades, BE, Ozkoklu, K, Albayrak, I: On degree of approximation to a functions belonging to the class Lipschitz class by Hausdorff means of its Fourier series. Appl. Math. Comput. 217, 6868-6871 (2011)
9. Lal, S: Approximation of functions belonging to the generalized Lipschitz class by $C^{1} \cdot N_{p}$ summability method of Fourier series. Appl. Math. Comput. 209, 346-350 (2009)
10. Zygmund, A: Trigonometric Series, 2nd edn., vol. 1. Cambridge University Press, Cambridge, pp. 114-115 (1959)
11. Hille, E, Tamarkin, JD: On the summability of Fourier series. I. Trans. Am. Math. Soc. 34(4), 757-783 (1932)
12. Proakis, JG: Digital Communications. McGraw-Hill, New York (1985)
13. Psarakis, EZ, Moustakides, GV: An $L_{2}$-based method for the design of 1-D zero phase FIR digital filters. IEEE Trans. Circuits Syst. I, Fundam. Theory Appl. 44, 591-601 (1997)
14. Mittal, ML, Singh, U: T • C ${ }_{1}$ summability of a sequence of Fourier coefficients. Appl. Math. Comput. 204, 702-706 (2008)

## doi:10.1186/1687-1847-2013-127

Cite this article as: Mishra et al.: Trigonometric approximation of functions belonging to Lipschitz class by matrix ( $C^{1} \cdot N_{p}$ ) operator of conjugate series of Fourier series. Advances in Difference Equations 2013 2013:127.

## Submit your manuscript to a SpringerOpen ${ }^{\ominus}$ journal and benefit from:

- Convenient online submission
- Rigorous peer review
- Immediate publication on acceptance
- Open access: articles freely available online
- High visibility within the field
- Retaining the copyright to your article

Submit your next manuscript at $>$ springeropen.com


[^0]:    © 2013 Mishra et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

