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#### Abstract

In this article, we prove some fixed point theorems of Geraghty-type concerning the existence and uniqueness of fixed points under the setting of modular metric spaces. Also, we give an application of our main results to establish the existence and uniqueness of a solution to a nonhomogeneous linear parabolic partial differential equation in the last section. Mathematics Subject Classification (2010): 47H10, 54H25, 35K15. Keywords: modular metric space, ordered set, Geraghty's theorem, initial value problems, parabolic equation.


## Introduction and preliminaries

Throughout this article, let $\mathbb{R}^{+}$denote the set of all positive real numbers and let $\mathbb{R}_{+}$ denote the set of all nonnegative real numbers.
Since the year 1922, Banach's contraction principle, due to its simplicity and applicability, has became a very popular tool in modern analysis, especially in nonlinear analysis including its applications to differential and integral equations, variational inequality theory, complementarity problems, equilibrium problems, minimization problems and many others. Also, many authors have improved, extended and generalized this contraction principle in several ways (see e.g. [1-10]).
In 1973, Geraghty [11] gave an interesting generalization of the contraction principle using the class $\mathcal{S}$ of the functions $\beta: \mathbb{R}_{+} \rightarrow[0,1)$ satisfying the following condition:

$$
\beta\left(t_{n}\right) \rightarrow 1 \text { implies } t_{n} \rightarrow 0 .
$$

Theorem 1.1. [11]Let $(X, d)$ be a complete metric space and $f$ be a self-mapping on $X$ such that there exists $\beta \in \mathcal{S}$ satisfying

$$
\begin{equation*}
d(f x, f y) \leq \beta(d(x, y)) d(x, y) \tag{1.1}
\end{equation*}
$$

for all $x, y \in X$. Then the sequence $\left\{x_{n}\right\}$ defined by $x_{n}=f x_{n-1}$ for each $n \geq 1$ converges to the unique fixed point of $f$ in $X$.
Later, Amini-Harandini et al. [12] extended Geraghty's fixed point theorem to the setting of partially ordered metric spaces as follows:

Theorem 1.2. [12]Let $(X, \subseteq)$ be a partially ordered metric set and suppose that there exists a metric $d$ in $X$ such that $(X, d)$ is a complete metric space. Let $f$ be a nondecreasing self-mapping on $X$ which satisfies the inequality (1.1) whenever $x, y \in X$ are comparable. Assume that $f$ is either continuous or
if a nondecreasing sequence $\left\{x_{n}\right\}$ converges to $x_{*}$, then $x_{n} \sqsubseteq x_{*}$ for each $n \geq 1$.
If, additionally, the following condition is satisfied:
for any $x, y \in X$, there exists $z \in X$ which is comparable to both $x$ and $y$,
then the sequence $\left\{x_{n}\right\}$ converges to the unique fixed point off in $X$.
Let $\Psi$ denote the class of functions $\psi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$satisfying the following conditions:
(a) $\psi$ is nondecreasing.
(b) $\psi$ is continuous.
(c) $\psi(t)=0$ if and only if $t=0$.

Using this class, Eshaghi Gordji et al. [13] extended the Theorem 1.2 as follows:
Theorem 1.3. [13]Let ( $X$, ㄷ) be a partially ordered metric set and suppose that there exists a metric $d$ in $X$ such that $(X, d)$ is a complete metric space. Let $f$ be a nondecreasing self-mapping on $X$ such that there exists $x_{0} \in X$ with $x_{0} \sqsubseteq f x_{0}$. Suppose that there exist $\beta \in \mathcal{S}$ and $\psi \in \Psi$ such that

$$
\psi(d(f x, f y)) \leq \beta(\psi(d(x, y))) \psi(d(x, y))
$$

whenever $x, y \in X$ are comparable. Assume also that the condition (1.2) holds. Then $f$ has a fixed point.
On the other hand, in 2010, Chistyakov [14] introduced the notion of a modular metric space which is raised in an attempt to avoid some restrictions of the concept of a modular space (for the literature of a modular space, see e.g. [15-21] and references therein). Some of the early investigations on metric fixed point theory in this space refer to [22-24].
For the rest of this section, we present some notions and basic facts of modular metric spaces.
Definition 1.4. [14] Let $X$ be a nonempty set. A function $\omega: \mathbb{R}^{+} \times X \times X \rightarrow \mathbb{R}_{+} \cup\{\infty\}$ is said to be a metric modular on $X$ if, for all $x, y, z \in X$, the following conditions hold:
(a) $\omega_{\lambda}(x, y)=0$ for all $\lambda>0$ if and only if $x=y$.
(b) $\omega_{\lambda}(x, y)=\omega_{\lambda}(y, x)$ for all $\lambda>0$.
(c) $\omega_{\lambda+\mu}(x, y) \leq \omega_{\lambda}(x, z)+\omega_{\mu}(z, y)$ for all $\lambda, \mu>0$.

For any $x_{\iota} \in X$, the set $X_{\omega}\left(x_{\iota}\right)=\left\{x \in X: \lim _{\lambda \rightarrow \infty} \omega_{\lambda}\left(x, x_{\iota}\right)=0\right\}$ is called a modular metric space generated by $x_{\imath}$ and induced by $\omega$. If its generator $x_{\iota}$ does not play any role in the situation (that is, $X_{\omega}$ is independent of generators), we write $X_{\omega}$ instead of $X_{\omega}\left(x_{\iota}\right)$.

Observe that a metric modular $\omega$ on $X$ is nonincreasing with respect to $\lambda>0$. We can simply show this assertion using the condition (c). For any $x, y \in X$ and $0<\mu<\lambda$, we have

$$
\begin{equation*}
\omega_{\lambda}(x, y) \leq \omega_{\lambda-\mu}(x, x)+\omega_{\mu}(x, y)=\omega_{\mu}(x, y) \tag{1.4}
\end{equation*}
$$

For any $x, y \in X$ and $\lambda>0$, we set

$$
\omega_{\lambda^{+}}(x, y):=\lim _{\epsilon \downarrow 0} \omega_{\lambda+\epsilon}(x, y), \quad \omega_{\lambda-}(x, y):=\lim _{\epsilon \downarrow 0} \omega_{\lambda-\epsilon}(x, y) .
$$

Consequently, from (1.4), it follows that

$$
\omega_{\lambda^{+}}(x, y) \leq \omega_{\lambda}(x, y) \leq \omega_{\lambda^{-}}(x, y)
$$

For any $x, y \in X$, if a metric modular $\omega$ on $X$ possesses a finite value and $\omega_{\lambda}(x, y)=$ $\omega_{\mu}(x, y)$ for all $\lambda, \mu>0$, then $d(x, y):=\omega_{\lambda}(x, y)$ is a metric on $X$.
Later, Chaipunya et al. [23] has altered the notion of convergent and Cauchy sequences in modular metric spaces under the direction of Mongkolkeha et al. [24].

Definition 1.5. [23,24] Let $X_{\omega}$ be a modular metric space and $\left\{x_{n}\right\}$ be a sequence in $X_{\omega}$.
(1) A point $x \in X_{\omega}$ is called a limit of $\left\{x_{n}\right\}$ if, for each $\lambda, \epsilon>0$, there exists $n_{0} \in \mathbb{N}$ such that $\omega_{\lambda}\left(x_{n}, x\right)<\epsilon$ for all $n \geq n_{0}$. A sequence that has a limit is said to be convergent (or converges to $x$ ), which is written as $\lim _{n \rightarrow \infty} x_{n}=x$.
(2) A sequence $\left\{x_{n}\right\}$ in $X_{\omega}$ is said to be a Cauchy sequence if, for each $\lambda, \epsilon>0$, there exists $n_{0} \in \mathbb{N}$ such that $\omega_{\lambda}\left(x_{n}, x_{m}\right)<\epsilon$ for all $m, n \geq n_{0}$.
(3) If every Cauchy sequences in $X$ converges, $X$ is said to be complete.

In this article, we prove a generalization of Geraghty's theorem which also improves the result of Eshagi Gordji et al. [13] under the influence of a modular metric space. An application to partial differential equation is also provided.

## Main results

Before stating our main results, we first introduce the following classes for a more convenience of usage.

For each $n \in \mathbb{N}$, let $\mathcal{S}_{n}$ denote the class of $n$-tuples of functions ( $\beta_{1}, \beta_{2}, \ldots, \beta_{n}$ ), where for each $i \in\{1,2, \ldots, n\}, \beta_{i}: \mathbb{R}_{+} \cup\{\infty\} \rightarrow[0,1)$ and the following implication holds:

$$
\beta\left(t_{k}\right):=\beta_{1}\left(t_{k}\right)+\beta_{2}\left(t_{k}\right)+\cdots+\beta_{n}\left(t_{k}\right) \rightarrow 1 \text { implies } t_{k} \rightarrow 0 .
$$

Actually, Geraghty's class $\mathcal{S}$ is equivalent to the class $\mathcal{S}_{1}$ when $\infty$ is not considered. It follows that, for each $m \in\{1,2, \ldots, n\}$, if $\left(\beta_{1}, \beta_{2}, \ldots, \beta_{m}\right) \in \mathcal{S}_{m}$, then $(\beta_{1}, \beta_{2}, \ldots, \beta_{m}, \underbrace{\theta, \theta, \ldots, \theta}_{n-m \text { entries }}) \in \mathcal{S}_{n}$, where $\theta$ denotes the zero function. Also, note that, if $\underbrace{(\beta, \beta, \ldots, \beta)}_{n \text { entries }} \in \mathcal{S}_{n}$, then we also have the following:

$$
\beta\left(t_{k}\right) \rightarrow \frac{1}{n} \text { implies } t_{k} \rightarrow 0
$$

Besides, if $\left(\beta_{1}, \beta_{2} \ldots, \beta_{n}\right) \in \mathcal{S}_{n}$, then $\pi\left(\left(\beta_{1}, \beta_{2} \ldots, \beta_{n}\right)\right) \in \mathcal{S}_{n}$, where $\pi\left(\left(\beta_{1}, \beta_{2} \ldots, \beta_{n}\right)\right)$ is a permutation of $\left(\beta_{1}, \beta_{2} \ldots, \beta_{n}\right)$. It is also important to know that, if $\left(\beta_{1}, \beta_{2} \ldots, \beta_{n}\right) \in \mathcal{S}_{n}$, then $\left(\beta_{n_{1}}, \beta_{n_{2}}, \ldots, \beta_{n_{m}}\right) \in \mathcal{S}_{m}$ for each $m \in\{1,2, \ldots, n\}$, where each $\beta_{n_{i}}$ is selected from $\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right\}$ and $\beta_{n_{i}} \neq \beta_{n_{j}}$ for all $i, j \in\{1,2, \ldots, m\}$.

Let $\bar{\Psi}$ denote the class of functions $\psi: \mathbb{R}_{+} \cup\{\infty\} \rightarrow \mathbb{R}_{+} \cup\{\infty\}$ satisfying the following conditions:
(a) If $0<t<\infty$, then $\psi(t)<\infty$.
(b) $\left.\psi\right|_{\mathbb{R}_{+}} \in \Psi$.

Now, we are ready to give our main results in this article.
Theorem 2.1. Let $X_{\omega}$ be a complete modular metric space with a partial ordering $\subseteq$ and $f$ be a self-mapping on $X_{\omega}$ such that, for each $\lambda>0$, there exists $\eta(\lambda) \in(0, \lambda)$ such that

$$
\begin{align*}
\psi\left(\omega_{\lambda}(f x, f y)\right) \leq & \alpha\left(\psi\left(\omega_{\lambda}(x, y)\right)\right) \psi\left(\omega_{\lambda+\eta(\lambda)}(x, y)\right)+\beta\left(\psi\left(\omega_{\lambda}(x, y)\right)\right) \psi\left(\omega_{\lambda}(x, f x)\right)  \tag{2.1}\\
& +\gamma\left(\psi\left(\omega_{\lambda}(x, y)\right)\right) \psi\left(\omega_{\lambda}(y, f y)\right)
\end{align*}
$$

where $\psi \in \bar{\Psi}$ and $(\alpha, \beta, \gamma) \in \mathcal{S}_{3}$ with $\alpha(t)+2 \max \left\{\sup _{t \geq 0} \beta(t), \sup _{t \geq 0} \gamma(t)\right\}<1$. Assume also that the condition (1.2) holds. If there exists $x_{0} \in X_{\omega}$ such that $\omega_{\lambda}\left(x_{0}, f x_{0}\right)$ $<\infty$ for all $\lambda>0$, then the following hold:
(1) $f$ has a fixed point $x_{\infty} \in X_{\omega}$.
(2) The sequence $\left\{f^{n} x_{0}\right\}$ converges to $x_{\infty}$.

Proof. It is clear that the sequence $\left\{f^{n} x_{0}\right\}$ is nondecreasing. Assume that, for each $n \geq 1$, there exists $\lambda_{n}>0$ such that $\omega_{\lambda_{n}}\left(f^{n} x_{0}, f^{n+1} x_{0}\right) \neq 0$. Otherwise, the proof is complete. For each $n \geq 1$, if $0<\lambda \leq \lambda_{n}$, then we also have $\omega_{\lambda}\left(f^{n} x_{0}, f^{n+1} x_{0}\right) \neq 0$. Since $f^{n} x_{0} \sqsubseteq f^{n+1} x_{0}$, for any $0<\lambda \leq \lambda_{n}$, we have

$$
\begin{aligned}
\psi\left(\omega_{\lambda_{n}}\left(f^{n} x_{0}, f^{n+1} x_{0}\right)\right) \leq & \psi\left(\omega_{\lambda}\left(f^{n} x_{0}, f^{n+1} x_{0}\right)\right) \\
\leq & \alpha\left(\psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right)\right) \psi\left(\omega_{\lambda+\eta(\lambda)}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right) \\
& +\beta\left(\psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right)\right) \psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right) \\
& +\gamma\left(\psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right)\right) \psi\left(\omega_{\lambda}\left(f^{n} x_{0}, f^{n+1} x_{0}\right)\right) \\
\leq & \alpha\left(\psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right)\right) \psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right) \\
& +\beta\left(\psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right)\right) \psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right) \\
& +\gamma\left(\psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right)\right) \psi\left(\omega_{\lambda}\left(f^{n} x_{0}, f^{n+1} x_{0}\right)\right),
\end{aligned}
$$

which implies that

$$
\begin{aligned}
\psi\left(\omega_{\lambda}\left(f^{n} x_{0}, f^{n+1} x_{0}\right)\right) & \leq \frac{\alpha\left(\psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right)\right)+\beta\left(\psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right)\right)}{1-\gamma\left(\psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right)\right.} \psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right) \\
& \leq \psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right) \\
& \vdots \\
& \leq \psi\left(\omega_{\lambda}\left(x_{0}, f x_{0}\right)\right. \\
& <\infty
\end{aligned}
$$

Therefore, $\left\{\psi\left(\omega_{\lambda}\left(f^{n} x_{0}, f^{n+1} x_{0}\right)\right)\right\}$ is nonincreasing and bounded below. So, the sequence converges to some number $r \geq 0$. Assume $r>0$. Observe that

$$
\begin{aligned}
\psi\left(\omega_{\lambda}\left(f^{n} x_{0}, f^{n+1} x_{0}\right)\right) \leq & {\left[\alpha\left(\psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right)\right)+\beta\left(\psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right)\right)\right.} \\
& \left.+\gamma\left(\psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right)\right)\right] \psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right)
\end{aligned}
$$

Taking $n \rightarrow \infty$, we have

$$
\begin{aligned}
1 \leq & \liminf _{n \rightarrow \infty}\left[\alpha\left(\psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right)\right)+\beta\left(\psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right)\right)\right. \\
& \left.+\gamma\left(\psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right)\right)\right]
\end{aligned}
$$

So, we have $\lim _{n \rightarrow \infty} \psi\left(\omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)\right)=0$ and hence

$$
\lim _{n \rightarrow \infty} \omega_{\lambda}\left(f^{n-1} x_{0}, f^{n} x_{0}\right)=0
$$

which is a contradiction of our assumption. Therefore, $\lim _{n \rightarrow \infty} \psi\left(\omega_{\lambda}\left(\rho^{n} x_{0}, f^{n+1} x_{0}\right)\right)=0$ and so, we have $\lim _{n \rightarrow \infty} \omega_{\lambda}\left(f^{\mu} x_{0}, f^{n+1} x_{0}\right)=0$. Moreover, we have $\lim _{n \rightarrow \infty} \omega_{\lambda}\left(f^{\mu} x_{0}, f^{n+1} x_{0}\right)=0$ for all $\lambda>0$.

Next, we show that $\left\{f^{\rho} x_{0}\right\}$ is a Cauchy sequence. Assume the contrary. So, there exists $\lambda_{0}, \epsilon_{0}>0$ for which we can define two subsequences $\left\{f^{m_{k}} x_{0}\right\}$ and $\left\{f^{n_{k}} x_{0}\right\}$ of the sequence $\left\{f^{n} x_{0}\right\}$ such that, for any $n_{k}>m_{k}>k, \omega_{\lambda_{0}}\left(f^{m_{k}} x_{0}, f^{n_{k}} x_{0}\right) \geq \epsilon_{0}$, but $\omega_{\lambda_{0}}\left(f^{m_{k}} x_{0}, f^{n_{k}-1} x_{0}\right)<\epsilon_{0}$. Now, since $f^{m_{k}} x_{0} \sqsubseteq f^{n_{k}} x_{0}$, we observe that

$$
\begin{aligned}
\psi\left(\epsilon_{0}\right) \leq & \psi\left(\omega_{\lambda_{0}}\left(f^{m_{k}} x_{0}, f^{n_{k}} x_{0}\right)\right) \\
\leq & \alpha\left(\psi\left(\omega_{\lambda_{0}}\left(f^{m_{k}-1} x_{0}, f^{n_{k}-1} x_{0}\right)\right)\right) \psi\left(\omega_{\lambda_{0}+\eta\left(\lambda_{0}\right)}\left(f^{m_{k}-1} x_{0}, f^{n_{k}-1} x_{0}\right)\right) \\
& +\beta\left(\psi\left(\omega_{\lambda_{0}}\left(f^{m_{k}-1} x_{0}, f^{n_{k}-1} x_{0}\right)\right)\right) \psi\left(\omega_{\lambda_{0}}\left(f^{m_{k}-1} x_{0}, f^{m_{k}} x_{0}\right)\right) \\
& +\gamma\left(\psi\left(\omega_{\lambda_{0}}\left(f^{m_{k}-1} x_{0}, f^{n_{k}-1} x_{0}\right)\right)\right) \psi\left(\omega_{\lambda_{0}}\left(f^{n_{k}-1} x_{0}, f^{n_{k}} x_{0}\right)\right) \\
\leq & \psi\left(\omega_{\eta\left(\lambda_{0}\right)}\left(f^{m_{k}-1} x_{0}, f^{m_{k}} x_{0}\right)+\omega_{\lambda_{0}}\left(f^{m_{k}} x_{0}, f^{n_{k}-1} x_{0}\right)\right) \\
& +\psi\left(\omega_{\lambda_{0}}\left(f^{m_{k}-1} x_{0}, f^{m_{k}} x_{0}\right)\right)+\psi\left(\omega_{\lambda_{0}}\left(f^{n_{k}-1} x_{0}, f^{n_{k}} x_{0}\right)\right) \\
\leq & \psi\left(\omega_{\eta\left(\lambda_{0}\right)}\left(f^{m_{k}-1} x_{0}, f^{m_{k}} x_{0}\right)+\epsilon_{0}\right)+\psi\left(\omega_{\lambda_{0}}\left(f^{m_{k}-1} x_{0}, f^{m_{k}} x_{0}\right)\right) \\
& +\psi\left(\omega_{\lambda_{0}}\left(f^{n_{k}-1} x_{0}, f^{n_{k}} x_{0}\right)\right) .
\end{aligned}
$$

Letting $k \rightarrow \infty$, we obtain that $\lim _{k \rightarrow \infty} \psi\left(\omega_{\lambda_{0}}\left(f^{m_{k}} x_{0}, f^{n_{k}} x_{0}\right)\right)=\psi\left(\epsilon_{0}\right)$. So, we have

$$
\lim _{k \rightarrow \infty} \omega_{\lambda_{0}}\left(f^{m_{k}} x_{0}, f^{n_{k}} x_{0}\right)=\epsilon_{0}
$$

Observe again that

$$
\begin{aligned}
\psi\left(\omega_{\lambda_{0}}\left(f^{m_{k}} x_{0}, f^{n_{k}} x_{0}\right)\right) \leq & \psi\left(\omega_{\lambda_{0}+\eta\left(\lambda_{0}\right)}\left(f^{m_{k}-1} x_{0}, f^{n_{k}-1} x_{0}\right)\right)+\psi\left(\omega_{\lambda_{0}}\left(f^{m_{k}-1} x_{0}, f^{m_{k}} x_{0}\right)\right) \\
& +\psi\left(\omega_{\lambda_{0}}\left(f^{n_{k}-1} x_{0}, f^{n_{k}} x_{0}\right)\right) \\
\leq & \psi\left(\omega_{\frac{\eta\left(\lambda_{0}\right)}{2}}\left(f^{m_{k}-1} x_{0}, f^{m_{k}} x_{0}\right)+\omega_{\lambda_{0}}\left(f^{m_{k}} x_{0}, f^{n_{k}} x_{0}\right)\right. \\
& \left.+\omega_{\frac{\eta\left(\lambda_{0}\right)}{2}}\left(f^{n_{k}} x_{0}, f^{n_{k}-1} x_{0}\right)\right)+\psi\left(\omega_{\lambda_{0}}\left(f^{m_{k}-1} x_{0}, f^{m_{k}} x_{0}\right)\right) \\
& +\psi\left(\omega_{\lambda_{0}}\left(f^{n_{k}-1} x_{0}, f^{n_{k}} x_{0}\right)\right)
\end{aligned}
$$

Letting $k \rightarrow \infty$, we deduce that $\lim _{k \rightarrow \infty} \psi\left(\omega_{\lambda_{0}}\left(f^{m_{k}-1} x_{0}, f^{n_{k}-1} x_{0}\right)\right)=\psi\left(\epsilon_{0}\right)$. Similarly, we have

$$
\lim _{k \rightarrow \infty} \omega_{\lambda_{0}}\left(f^{m_{k}-1} x_{0}, f^{n_{k}-1} x_{0}\right)=\epsilon_{0}
$$

Thus, it follows that

$$
1 \leq \liminf _{k \rightarrow \infty} \alpha\left(\psi\left(\omega_{\lambda_{0}}\left(f^{m_{k}-1} x_{0}, f^{n_{k}-1} x_{0}\right)\right)\right)
$$

Therefore, we conclude that $\lim _{k \rightarrow \infty} \psi\left(\omega_{\lambda_{0}}\left(f^{m_{k}-1} x_{0}, f^{n_{k}-1} x_{0}\right)\right)=0$, which implies that

$$
\lim _{k \rightarrow \infty} \omega_{\lambda_{0}}\left(f^{m_{k}-1} x_{0}, f^{n_{k}-1} x_{0}\right)=0
$$

This is a contradiction. Therefore, it follows that $\left\{f^{\rho} x_{0}\right\}$ is a Cauchy sequence. Due to the completeness of $X_{\omega},\left\{f^{n} x_{0}\right\}$ converges to some point $x_{\infty} \in X_{\omega}$.
Now, we show that $x_{\infty}$ is a fixed point of $f$. Let $\lambda>0$ be arbitrary. By virtue of the condition (1.2), we consider that

$$
\psi\left(\omega_{\lambda}\left(f^{n+1} x_{0}, f x_{\infty}\right) \leq \psi\left(\omega_{\lambda}\left(f^{n} x_{0}, x_{\infty}\right)\right)+\psi\left(\omega_{\lambda}\left(f^{n} x_{0}, f^{n+1} x_{0}\right)\right)\right.
$$

Letting $n \rightarrow \infty$, we obtain that $\psi\left(\omega_{\lambda}\left(x_{\infty}, f x_{\infty}\right) \leq 0\right.$ for all $\lambda>0$. Therefore, $x_{\infty}$ is a fixed point of $f$.

Theorem 2.2. Additional to the Theorem 2.1, if $\psi$ is subadditive and the following condition holds:

$$
\begin{gather*}
\text { for any } x, y \in X_{\omega}, \text { there exists } w \in X_{\omega} \text { with } w \sqsubseteq \text { fw and } \omega_{\lambda}(w, f w)<\infty \text { for all } \lambda>0  \tag{2.2}\\
\text { such that } w \text { is comparable to both } x \text { and } y,
\end{gather*}
$$

then the fixed point in Theorem 2.1 is unique.
Proof. By Theorem 2.1, we know that $f$ has a fixed point $x_{\infty} \in X_{\omega}$. Assume that $y_{\infty} \in$ $X_{\omega}$ is also another fixed point of $f$. Thus, we can find $w \in X_{\omega}$ with $w \sqsubseteq f w$ and comparable to both $x_{\infty}$ and $y_{\infty}$. It follows that $f^{l} w$ is comparable with both $x_{\infty}$ and $y_{\infty}$ for each $n \in \mathbb{N}$. Observe that, for any $\lambda>0$,

$$
\begin{align*}
\psi\left(\omega_{\lambda}\left(f^{n+1} w, x_{\infty}\right)=\right. & \psi\left(\omega_{\lambda}\left(f^{n+1} w, f x_{\infty}\right)\right. \\
\leq & \alpha\left(\psi\left(\omega_{\lambda}\left(f^{n} w, x_{\infty}\right)\right)\right) \psi\left(\omega_{\lambda}\left(f^{n} w, x_{\infty}\right)\right) \\
& +\beta\left(\psi\left(\omega_{\lambda}\left(f^{n} w, x_{\infty}\right)\right)\right) \psi\left(\omega_{\lambda}\left(f^{n} w, f^{n+1} w\right)\right)  \tag{2.3}\\
\leq & \alpha\left(\psi\left(\omega_{\lambda}\left(f^{n} w, x_{\infty}\right)\right)\right) \psi\left(\omega_{\lambda}\left(f^{n} w, x_{\infty}\right)\right) \\
& +\beta\left(\psi\left(\omega_{\lambda}\left(f^{n} w, x_{\infty}\right)\right)\right) \psi\left(\omega_{\lambda}\left(f^{n} w, x_{\infty}\right)\right) \\
& +\beta\left(\psi\left(\omega_{\lambda}\left(f^{n} w, x_{\infty}\right)\right)\right) \psi\left(\omega_{\lambda}\left(x_{\infty}, f^{n+1} w\right)\right)
\end{align*}
$$

Therefore, without loss of generality, we have

$$
\begin{aligned}
\psi\left(\omega_{\lambda}\left(f^{n+1} w, x_{\infty}\right)\right. & \leq \frac{\alpha\left(\psi\left(\omega_{\lambda}\left(f^{n} w, x_{\infty}\right)\right)\right)+\beta\left(\psi\left(\omega_{\lambda}\left(f^{n} w_{,} x_{\infty}\right)\right)\right)}{1-\beta\left(\psi\left(\omega_{\lambda}\left(f^{n} w_{,}, x_{\infty}\right)\right)\right)} \psi\left(\omega_{\lambda}\left(f^{n} w, x_{\infty}\right)\right) \\
& \leq \psi\left(\omega_{\lambda}\left(f^{n} w, x_{\infty}\right)\right) \\
& \vdots \\
& \leq \psi\left(\omega_{\lambda}\left(w, x_{\infty}\right)\right) \\
& <\infty
\end{aligned}
$$

Therefore, $\left\{\psi\left(\omega_{\lambda}\left(f^{\mu} w, x_{\infty}\right)\right)\right\}$ is nonincreasing and bounded below. So, it converges to some real number $h \geq 0$. Assume that $h>0$. According to the proof of Theorem 2.1, we know that $\lim _{n \rightarrow \infty} \omega_{\lambda}\left(f^{n} w, f^{n+1} w\right)=0$ for all $\lambda>0$. Thus, letting $n \rightarrow \infty$ in the inequality (2.3), we have

$$
1 \leq \liminf _{n \rightarrow \infty} \alpha\left(\psi\left(\omega_{\lambda}\left(f^{n} w, x_{\infty}\right)\right)\right)
$$

Thus, we have $\left\{f^{n} w\right\}$ converges to $x_{\infty}$. Similarly, we obtain that $\left\{f^{n} w\right\}$ converges also to $y_{\infty}$. Since the limit is unique, we have $x_{\infty}=y_{\infty}$. This contradicts our assumption. Therefore, the theorem is proved.

Corollary 2.3. Additional to Theorem 2.1, if $X_{\omega}$ is totally ordered, then the fixed point in Theorem 2.1 is unique.

Proof. Since $X_{\omega}$ is totally ordered, the condition (2.2) is satisfied. Thus, applying Theorem 2.2, we obtain the result.
The following two corollaries nicely broaden the results in [24] (see Theorems 3.2 and 3.6 [24]).
Corollary 2.4. Let $X_{\omega}$ be a complete modular metric space with a partial ordering $\subseteq$ and $f$ be a self-mapping on $X_{\omega}$ such that, for any $\lambda>0$, there exists $\eta(\lambda) \in(0, \lambda)$ such that

$$
\psi\left(\omega_{\lambda}(f x, f y)\right) \leq \alpha\left(\psi\left(\omega_{\lambda}(x, y)\right)\right) \psi\left(\omega_{\lambda+\eta(\lambda)}(x, y)\right)
$$

where $\alpha \in \mathcal{S}$ and $\psi \in \bar{\Psi}$. Assume also that $f$ is continuous or the condition (1.2) holds. Then $f$ has a fixed point in $X_{\omega}$. Moreover, if the condition (2.2) is satisfied, the fixed point is unique.

Proof. Since $\alpha \in \mathcal{S}$, we have $(\alpha, \theta, \theta) \in \mathcal{S}_{3}$. Thus, apply Theorems 2.1 and 2.2, we have the conclusion.

Corollary 2.5. Let $X_{\omega}$ be a complete modular metric space with a partial ordering $\subseteq$ and $f$ be a self-mapping on $X_{\omega}$ such that, for any $\lambda>0$, there exist $\zeta(\lambda), \mu(\lambda) \in(0, \lambda)$ such that

$$
\psi\left(\omega_{\lambda}(f x, f y)\right) \leq \beta\left(\psi\left(\omega_{\lambda}(x, y)\right)\right) \psi\left(\omega_{\lambda}(x, f x)\right)+\gamma\left(\psi\left(\omega_{\lambda}(x, y)\right)\right) \psi\left(\omega_{\lambda}(y, f y)\right)
$$

where $\psi \in \bar{\Psi}$ and $(\beta, \gamma) \in \mathcal{S}_{2}$ with $\max \left\{\sup _{t \geq 0} \beta(t), \sup _{t \geq 0} \gamma(t)\right\}<1$. Assume also that $f$ is continuous or that the condition (1.2) holds. Then $f$ has a fixed point in $X_{\omega}$. Moreover, if the condition (2.2) is satisfied, the fixed point is unique.

Proof. Since $(\beta, \gamma) \in \mathcal{S}_{2}$, we have $(\theta, \beta, \gamma) \in \mathcal{S}_{3}$. Thus, apply Theorems 2.1 and 2.2, we have the conclusion.

## Applications

In this section, we give an application of our theorems to establish the existence and uniqueness of a solution to a nonhomogeneous linear parabolic partial differential equation satisfying a given initial condition.

Consider the following initial value problem

$$
\begin{cases}u_{t}(x, t)=u_{x x}(x, t)+F\left(x, t, u(x, t), u_{x}(x, t)\right), & -\infty<x<\infty, 0<t \leq T  \tag{3.1}\\ u(x, 0)=\varphi(x) \geq 0, & -\infty<x<\infty,\end{cases}
$$

where we assume $\phi$ to be continuously differentiable such that $\phi$ and $\phi^{\prime}$ are bounded and $F$ is continuous.
By a solution of the system (3.1), we meant a function $u \equiv u(x, t)$ defined on $\mathbb{R} \times I$, where $I:=[0, T]$, satisfying the following conditions:
(a) $u, u_{t}, u_{x}, u_{x x} \in C(\mathbb{R} \times I)$.
(b) $u$ and $u_{x}$ are bounded in $\mathbb{R} \times I$.
(c) $u_{t}(x, t)=u_{x x}(x, t)+F\left(x, t, u(x, t), u_{x}(x, t)\right)$ for all $(x, t) \in \mathbb{R} \times I$.
(d) $u(x, 0)=\phi(x)$ for all $x \in \mathbb{R}$.

Now, we consider the following space:

$$
\Omega:=\left\{u(x, t): u, u_{x} \in C(\mathbb{R} \times I) \text { and }\|u\|<\infty\right\}
$$

where

$$
\|u\|:=\sup _{x \in \mathbb{R}, t \in I}|u(x, t)|+\sup _{x \in \mathbb{R}, t \in I}\left|u_{x}(x, t)\right| .
$$

Obviously, the function $\omega: \mathbb{R}^{+} \times \Omega \times \Omega \rightarrow \mathbb{R}_{+}$given by

$$
\omega_{\lambda}(x, y):=\frac{1}{1+\lambda}\|u-v\|
$$

is a metric modular on $\Omega$. Clearly, the set $\Omega_{\omega}$ is a complete modular metric space independent of generators. Define a partial ordering $\subseteq$ on $\Omega_{\omega}$ by

$$
u, v \in \Omega_{\omega}, u \sqsubseteq v \Leftrightarrow u(x, t) \leq v(x, t) \text { and } u_{x}(x, t) \leq v_{x}(x, t) \text { at each }(x, t) \in \mathbb{R} \times I .
$$

Taking a nondecreasing sequence $\left\{u_{n}\right\}$ in $\Omega_{\omega}$ converging to $u \in \Omega_{\omega}$. For any $(x, t) \in$ $\mathbb{R} \times I$,
we have

$$
u_{1}(x, t) \leq u_{2}(x, t) \leq \cdots \leq u_{n}(x, t) \leq \cdots
$$

and

$$
\left(u_{1}\right)_{x}(x, t) \leq\left(u_{2}\right)_{x}(x, t) \leq \cdots \leq\left(u_{n}\right)_{x}(x, t) \leq \cdots
$$

Since the sequences $\left\{u_{n}(x, t)\right\}$ and $\left\{\left(u_{n}\right)_{x}(x, t)\right\}$ converges to $u(x, t)$ and $u_{x}(x, t)$, respectively, it follows that, for any $(x, t) \in \mathbb{R} \times I$,

$$
u_{n}(x, t) \leq u(x, t) \text { and }\left(u_{n}\right)_{x}(x, t) \leq u_{x}(x, t)
$$

for all $n \geq 1$. Therefore, $u_{n} \sqsubseteq u$ for all $n \geq 1$. So, the space $\Omega_{\omega}$ satisfies the condition (1.2).
Theorem 3.1. Consider the problem (3.1) and assume the following:
(1) For any $c>0$ with $|s|<c$ and $|p|<c$, the function $F(x, t, s, p)$ is uniformly Hölder continuous in $X$ and $t$ for each compact subset of $\mathbb{R} \times I$.
(2) There exists a constant $c_{c_{F}} \leq\left(T+2 \pi-\frac{1}{2} T \frac{1}{2}\right)^{-1}$ such that, for any $\lambda>0$, there exists $\eta(\lambda) \in(0, \lambda)$ such that

$$
\begin{aligned}
0 & \leq \frac{1}{1+\lambda}\left[F\left(x, t, s_{2}, p_{2}\right)-F\left(x, t, s_{1}, p_{1}\right)\right] \\
& \leq c_{F}\left[\frac{1}{1+\lambda+\eta(\lambda)} \rho\left(\Xi\left(\frac{s_{2}-s_{1}+p_{2}-p_{1}}{1+\lambda}\right)\right)+\frac{1}{1+\lambda} \sigma\left(\Xi\left(\frac{s_{2}-s_{1}+p_{2}-p_{1}}{1+\lambda}\right)\right)\right]
\end{aligned}
$$

for all $\left(s_{1}, p_{1}\right),\left(s_{2}, p_{2}\right) \in \mathbb{R} \times \mathbb{R}$ with $s_{1} \leq s_{2}$ and $p_{1} \leq p_{2}$, where $\Xi \in \bar{\Psi}$ is sublinear with $\Xi(x) \leq t$ and $\rho$, $\sigma$ are nondecreasing functions on $\mathbb{R}_{+}$such that $\rho(t)<(1-k) t$ and $\sigma(t)<(1-k) k t$ for all $t>0$ and for some fixed $k \in(0,1)$.
(3) The two functions $\Gamma, \Upsilon: \mathbb{R}_{+} \rightarrow[0,1)$ given by

$$
\Gamma(t)=\left\{\begin{array}{cc}
0 & \text { if } t=0, \\
\frac{\rho(t)}{(1-k) t} \text { if } t>0,
\end{array} \quad \Upsilon(t)=\left\{\begin{array}{cr}
0 & \text { if } t=0 \\
\frac{\sigma(t)}{(1-k) t} \text { if } t>0
\end{array}\right.\right.
$$

are such that $(\Gamma, \Upsilon, \Upsilon) \in \mathcal{S}_{3}, \Gamma+2 \Upsilon<1$.
(4) $F(x, t, s, 0) \geq \frac{s}{\int_{0}^{t} \int_{\infty}^{\infty} k(x-\xi, t-\tau) d \xi d \tau}$ for all $s \geq 0$.
(5) $F$ is bounded for bounded $s$ and $p$.

Then, the existence and uniqueness of the solution of the system (3.1) is affirmative. It is essential to note that the problem (3.1) is equivalent (under the assumption of Theorem 3.1) to the integral equation:

$$
\begin{equation*}
u(x, t)=\int_{-\infty}^{\infty} k(x-\xi, t) \varphi(\xi) d \xi+\int_{0}^{t} \int_{-\infty}^{\infty} k(x-\xi, t-\tau) F\left(\xi, \tau, u(\xi, \tau), u_{x}(\xi, \tau)\right) d \xi d \tau \tag{3.2}
\end{equation*}
$$

for all $x \in \mathbb{R}$ and $0<t \leq T$, where

$$
k(x, t):=\frac{1}{\sqrt{4 \pi t}} e^{-\frac{x^{2}}{4 t}}
$$

for all $x \in \mathbb{R}$ and $t>0$. The system (3.1) possesses a unique solution if and only if the equation (3.2) possesses a unique solution $u$ such that $u$ and $u_{x}$ are both continuous and bounded for all $x \in \mathbb{R}$ and $0<t \leq T$.

Define a mapping $\Lambda: \Omega_{\omega} \rightarrow \Omega_{\omega}$ by

$$
(\Lambda u)(x, t):=\int_{-\infty}^{\infty} k(x-\xi, t) \varphi(\xi) d \xi+\int_{0}^{t} \int_{-\infty}^{\infty} k(x-\xi, t-\tau) F\left(\xi, \tau, u(\xi, \tau), u_{x}(\xi, \tau)\right) d \xi d \tau
$$

for all $(x, t) \mathbb{R} \times I$. Then the problem of finding the solution to the equation (3.2) is equivalent to the problem of finding the fixed point of $\Lambda$.

Proof (Theorem 3.1). It is easy to see that the mapping $\Lambda$ is nondecreasing by the definition. Let $u, v \in \Omega_{\omega}$ with $u \sqsubseteq v$. Suppose that $u \neq v$. Besides, we have

$$
\begin{align*}
& \frac{1}{1+\lambda}|(\Lambda v)(x, t)-(\Lambda u)(x, t)| \\
& \quad \leq \frac{1}{1+\lambda} \int_{0}^{t} \int_{-\infty}^{\infty} k(x-\xi, t-\tau)\left|F\left(\xi, \tau, v(\xi, \tau), v_{x}(\xi, \tau)\right)-F\left(\xi, \tau, u(\xi, \tau), u_{x}(\xi, \tau)\right)\right| d \xi d \tau \\
& \leq \int_{0}^{t} \int_{-\infty}^{\infty} k(x-\xi, t-\tau) c_{F}\left[\frac{1}{1+\lambda+\eta(\lambda)} \rho\left(\Xi\left(\frac{1}{1+\lambda}\left(v(\xi, \tau)-u(\xi, \tau)+v_{x}(\xi, \tau)-u_{x}(\xi, \tau)\right)\right)\right)\right.  \tag{3.3}\\
& \left.\quad+\frac{1}{1+\lambda} \sigma\left(\Xi\left(\frac{1}{1+\lambda}\left(v(\xi, \tau)-u(\xi, \tau)+v_{x}(\xi, \tau)-u_{x}(\xi, \tau)\right)\right)\right)\right] d \xi d \tau \\
& \quad \leq c_{F}\left[\frac{1}{1+\lambda+\eta(\lambda)} \rho\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)+\frac{1}{1+\lambda} \sigma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)\right] \int_{0}^{t} \int_{-\infty}^{\infty} k(x-\xi, t-\tau) d \xi d \tau \\
& \quad \leq c_{F}\left[\frac{1}{1+\lambda+\eta(\lambda)} \rho\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)+\frac{1}{1+\lambda} \sigma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)\right] T .
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
& \frac{1}{1+\lambda}\left|(\Lambda v)_{x}(x, t)-(\Lambda u)_{x}(x, t)\right| \\
& \quad \leq c_{F}\left[\frac{1}{1+\lambda+\eta(\lambda)} \rho\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)+\frac{1}{1+\lambda} \sigma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)\right] \int_{0}^{t} \int_{-\infty}^{\infty}\left|k_{x}(x-\xi, t-\tau)\right| d \xi d \tau  \tag{3.4}\\
& \quad \leq 2 \pi^{-\frac{1}{2}} T^{-\frac{1}{2}} c_{F}\left[\frac{1}{1+\lambda+\eta(\lambda)} \rho\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)+\frac{1}{1+\lambda} \sigma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)\right] .
\end{align*}
$$

Note that by (2), we have $\sup _{t \geq 0} \Upsilon(t) \leq k<1$. Together with (3.3) and (3.4), we obtain

$$
\begin{aligned}
\omega_{\lambda}(\Lambda u, \Lambda v) \leq & \left(T+2 \pi^{-\frac{1}{2}} T^{\frac{1}{2}}\right) c_{F}\left[\frac{1}{1+\lambda+\eta(\lambda)} \rho\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)+\frac{1}{1+\lambda} \sigma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)\right] \\
\leq & \frac{1}{1+\lambda+\eta(\lambda)} \rho\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)+\frac{1}{1+\lambda} \sigma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right) \\
= & \frac{\|u-v\| \|}{1+\lambda+\eta(\lambda)} \frac{\rho\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)}{\|u-v\|}+\frac{\|u-v\|}{1+\lambda} \frac{\sigma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)}{\|u-v\|} \\
\leq & \omega_{\lambda+\eta(\lambda)}(u, v) \frac{\rho\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)}{\omega_{\lambda}(u, v)}+\omega_{\lambda}(u, \Lambda u) \frac{\sigma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)}{\left.\omega_{\lambda}(u, v)\right)} \\
& +\omega_{\lambda}(v, \Lambda v) \frac{\sigma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)}{\omega_{\lambda}(u, v)}+\omega_{\lambda}(\Lambda u, \Lambda v) \frac{\sigma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)}{\omega_{\lambda}(u, v)} \\
\leq & \omega_{\lambda+\eta(\lambda)}(u, v) \frac{\rho\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)}{\omega_{\lambda}(u, v)}+\omega_{\lambda}(u, \Lambda u) \frac{\sigma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)}{\omega_{\lambda}(u, v)} \\
& +\omega_{\lambda}(v, \Lambda v) \frac{\sigma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)}{\omega_{\lambda}(u, v)}+\omega_{\lambda}(\Lambda u, \Lambda v) \Upsilon\left(\omega_{\lambda}(u, v)\right) \\
\leq & \omega_{\lambda+\eta(\lambda)}(u, v) \frac{\rho\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)}{\omega_{\lambda}(u, v)}+\omega_{\lambda}(u, \Lambda u) \frac{\sigma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)}{\omega_{\lambda}(u, v)} \\
& +\omega_{\lambda}(v, \Lambda v) \frac{\sigma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)}{\omega_{\lambda}(u, v)}+k \omega_{\lambda}(\Lambda u, \Lambda v) \\
\leq & \omega_{\lambda+\eta(\lambda)}(u, v) \frac{\rho\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)}{\Xi\left(\omega_{\lambda}(u, v)\right)}+\omega_{\lambda}(u, \Lambda u) \frac{\sigma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)}{\Xi\left(\omega_{\lambda}(u, v)\right)} \\
& +\omega_{\lambda}(v, \Lambda v) \frac{\sigma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)}{\Xi\left(\omega_{\lambda}(u, v)\right)}+k \omega_{\lambda}(\Lambda u, \Lambda v) .
\end{aligned}
$$

Further, we obtain

$$
\begin{aligned}
\omega_{\lambda}(\Lambda u, \Lambda v) \leq & \omega_{\lambda+\eta(\lambda)}(u, v) \Gamma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)+\omega_{\lambda+\zeta(\lambda)}(u, \Lambda u) \Upsilon\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right) \\
& +\omega_{\lambda+\mu(\lambda)}(v, \Lambda v) \Upsilon\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right) .
\end{aligned}
$$

Moreover, since $\xi$ is a sublinear (real) function in the class $\Psi$, it follows that

$$
\begin{aligned}
\Xi\left(\omega_{\lambda}(\Lambda u, \Lambda v)\right) \leq & \Xi\left(\omega_{\lambda+\eta(\lambda)}(u, v)\right) \Gamma\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right)+\Xi\left(\omega_{\lambda+\zeta(\lambda)}(u, \Lambda u)\right) \Upsilon\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right) \\
& +\Xi\left(\omega_{\lambda+\mu(\lambda)}(v, \Lambda v)\right) \Upsilon\left(\Xi\left(\omega_{\lambda}(u, v)\right)\right) .
\end{aligned}
$$

For the case $u=v$, it is obvious that the above inequality is satisfied. Thus, we now have the inequality (2.1) holds for any comparable $u, v \in \Omega_{\omega}$.

Note that any constant functions are contained in $\Omega$. Now, for any $u, v \in \Omega_{\omega}$, we may choose a constant function $w \in \Omega_{\omega}$ for which $u, v \sqsubseteq w$ and $\theta \subseteq w$. Consequently, we have $w(x, t)=\|w\|$ for all $(x, t) \in \mathbb{R} \times I$. Also, observe that this $w$ attains the following:

$$
\begin{aligned}
(\Lambda w)(x, t) & =\int_{-\infty}^{\infty} k(x-\xi, t) \varphi(\xi) d \xi+\int_{0}^{t} \int_{-\infty}^{\infty} k(x-\xi, t-\tau) F(\xi, \tau,\|w\|, 0) d \xi d \tau \\
& \geq \int_{-\infty}^{\infty} k(x-\xi, t) \varphi(\xi) d \xi+\|w\| \\
& \geq\|w\| \\
& =w(x, t) .
\end{aligned}
$$

Hence, the condition (2.2) is satisfied. Therefore, by applying the Theorems 2.1 and 2.2, the result follows. This completes the proof.
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